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Abstract—The effect of carbon and oxygen impurities on the velocity of the crystallization front in nickel is
studied using molecular dynamics simulation. Three different orientations of the front relative to the growing
crystal were considered: (100), (110), and (111). Impurity atoms were introduced randomly over the entire
volume of the computational cell. The impurity concentration varied from 0 to 7 at %. It was found that the
introduction of impurity atoms in all cases significantly reduces the crystallization velocity, wherein oxygen
atoms slow down the crystallization front more strongly than carbon atoms. The mechanism of deceleration
of crystallization by impurity atoms is associated with two factors: deceleration of self-diffusion in a liquid
metal due to the formation of relatively strong bonds between metal atoms and impurity atoms (for oxygen,
this bond is stronger than that for carbon atoms), and distortion of the crystal lattice due to the dilatation
effect around impurity atoms in a growing crystal (this effect is also higher for oxygen atoms). In the case of
carbon impurity at sufficiently high concentrations (on the order of several percent), carbon atoms form
aggregates, which are accumulations of several tens of carbon atoms in the metal matrix. The crystallization
front lingered on these aggregates. During crystallization in the presence of oxygen impurities, aggregates are
not observed. The orientation of the crystallization front influences the crystallization velocity: crystalliza-
tion proceeds faster with the (100) orientation, and slower with the (111) orientation. This anisotropy of the
velocity of the crystallization front is due to the difference in the free energies of the metal atom in the liquid
phase and that “embedded” into the boundary of the growing crystal.
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1. INTRODUCTION
Crystallization of metals and alloy plays an import-

ant part in technological operations, and its progress
determines many properties of materials. However, in
spite of the interest to this problem and a long history
of its studying, the problems regarding the kinetics and
features of the homogeneous crystallization mecha-
nism [1–3] related to the nucleation of crystallization
nuclei and comparatively simpler heterogeneous
mechanisms [4–8], when considering the crys-
tal‒melt front motion, remain unsolved up to now.

By now, as a result of appearance of the deep over-
cooling technology and computer simulation [7], it
became known that the crystallization front motion
velocity increases not always as temperature decreases,
i.e., the overcooling increases, but only to a tempera-
ture of 0.6–0.8Tm, and then it even starts to decrease.
Similar behavior is better described by so called kinetic
diffusion limited model, which was considered for a

long time along with the competing collision limited
model [1, 4, 7]. In addition, recently, mainly owing to
computer simulation [5, 9–12], it was revealed that the
crystallization front velocity is dependent on the ori-
entation with respect to a growing crystal. It is shown
that, in the case of fcc crystals, the crystallization front
velocity is highest at the orientation along the (100)
plane.

In our previous work [13] devoted to the simulation
of the crystallization of nickel and silver in the pres-
ence of carbon and oxygen impurities, it was revealed
that these impurities of light elements lead to substan-
tial slowing-down of the crystallization. It was con-
cluded that the slowing-down of the crystallization
front by the impurity atoms is related to the local crys-
tal lattice deformation caused by the impurities and, as
a rule, the larger this deformation, the stronger impu-
rity atoms decelerate the crystallization front.
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This work is a continuation of those studies,
but only using nickel as an example. Unlike [13],
where comparatively small models including about
20000 atoms with the only orientation of the crystalli-
zation front along plane (111) were considered, in this
work, we use the models including much more atoms
(about 110000) and consider various versions of the
crystallization front orientation: (100), (111), and (110).

MODEL

The computational cell in the molecular-dynamic
model was a long parallelepiped with a square cross-
section (Fig. 1). At the lateral faces, i.e., along axes X
and Y, periodic boundary conditions were used. To
imitate the initial position of the crystallization front
at the ends along axis Z (at the ends on the left and on
the right in Fig. 1), the crystal structure was fixed:
atoms shown by a light-grey color in Fig. 1 remain
immobile during the simulation. We considered three
calculation cells with various orientations of the
XY plane, i.e., the crystallization front: (100), (110),
and (111). The computational cells contained more
110000 atoms, not including impurity atoms, and had
the widths and the heights of ~5.8 nm and the length,
about 37.5 nm.

The interactions of nickel atoms to each other were
described in this model using the Cleri‒Rosato multi-
particle potential [14] created using the tight-binding
model. The interactions of carbon and oxygen atoms
with nickel atoms and to each other were calculated
using the Morse potentials developed in [15]. These
potentials were successfully used when solving various
problems, and they describe various properties of
nickel and carbon and oxygen impurities quite well
[15–20].

Before main computer experiments, the created
computational cells were melting by giving a tempera-
ture significantly higher than the melting temperature
and exposure for a time that is sufficient to completely
melt the cell structure. The fracture of the crystal
structure and its melting were registered quite simply
not only visually, but also by the radial distribution
(pair correlation) diagrams. After the melted compu-
tational cells with three various orientations of the
crystal structure fixed on the left and on the right ends

were obtained, impurity carbon or oxygen atoms were
introduced. The impurity atoms were added randomly
over entire cell volume. The impurity atom concentra-
tion was varied from 0 to 7 at %.

The crystallization was simulated, maintaining a
constant temperature using a Nose‒Hoover thermo-
stat. The main results were obtained for temperatures
1500 and 1200 K. When given one or other tempera-
tures, the computational cell sizes were changes taking
into account the thermal expansion coefficient. But
the cell volume remains constant during simulation of
crystallization at a constant temperature. The repeated
counting time step was varied, but it was 5 fs in most
cases.

RESULTS AND DISCUSSION

As may be seen from Fig. 1, the crystallization front
moved, during the computer experiment, from the left
and the right ends to the computational cell center. In
most cases, the front position was well observed visu-
ally (in particular, after the abrupt cooling, during
which the amorphous part had not time to crystallize,
but the crystalline planes were seen more clearly). In
[8], it was shown that the crystallization front moves a
large part of its way at almost the same velocity. Thus
its velocity was calculated as the ratio of the displace-
ments of the crystallization front from the left and the
right ends to the simulation time. Figure 2 shows the
dependences of the crystallization front velocity on
the impurity carbon and oxygen atom concentrations
for the three front orientations at 1500 K (0.87Тm);
Fig. 3 shows these dependences at 1200 K (0.70Тm). It
should be noted that the maximum crystallization
velocity obtained in this work coincides with the val-
ues obtained in [9] for nickel by computer simulation
with another potential: 150 m/s for orientation (100)
and 100 m/s for orientation (110).

As is seen for Figs. 2 and 3, the introduction of
impurity atoms in all the cases substantially decreased
the crystallization velocity. According to the obtained
data, oxygen atoms decelerate the crystallization front
more substantially than carbon atoms do. All the
obtained dependences show that the character of the
influence of the impurities is almost the same.

Fig. 1. Calculation cell with orientation XY (100) after the simulation of the crystallization at 1500 K for 75 ps.
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The kinetic Wilson–Frenkel diffusion limited
model describing the heterogeneous crystallization
front kinetics is given by the relationship [1, 4, 6, 7]

(1)

where A is a pre-exponential factor, E is the activation
energy of migration of atoms in liquid phase, k is the
Boltzmann constant, T is temperature, and Δμ is the
difference of free energies of liquid and crystalline
states.

It is evident, judging on Eq. (1), that the existence
of impurity atoms influences Е and Δμ. The migration
energy of atoms in the melt E will increase with the
impurity concentration as a result of formation of
comparative strong bonds between metal and impurity
atoms and, as a result of these bonds, the deceleration
of diffusion in the liquid metal; the value of Δμ will
decrease due to the distortion of the crystal lattice of
the building crystal, as a result of the presence of the
impurities. Both these factors decrease the crystalliza-
tion velocity, as is seen from Eq. (1). A stronger cou-
pling between a nickel atom and an impurity atom is
characteristic of oxygen [15]; moreover, an oxygen
atom in the nickel lattice leads to larger, as compared

( ) ( ) ( )Δμ υ = − − −
  

exp 1 exp ,ET A
kT kT

to carbon atom, displacement of neighboring nickel
atoms and the deformation of the crystal lattice sur-
rounding the impurity atom [21]. Both these factors
are the causes of the high influence of the oxygen
impurity on the crystallization velocity as compared to
carbon.

Figure 4 depicts the distributions of impurity car-
bon and oxygen atoms at concentration 7% in the
computational cell with the (100) front orientation
after the simulation of the crystallization for 75 ps at a
temperature of 1500 K. As is seen in Fig. 4a, in the case
of the quite high concentrations of carbon impurities,
carbon atoms form aggregates, which are clusters con-
sisting of several dozen of carbon atoms in the metal
matrix. The crystallization front was decelerated on
these clusters. During the crystallization in the pres-
ence of oxygen impurities clusters were not observed
(Fig. 4b); however, the crystallization front decelera-
tion was stronger as compared to the case of carbon
impurities at the same concentrations

We observed similar behavior of the impurities,
when studying their influence on the migration veloc-
ity of tilt-type boundaries with disorientation axes
100 and 111 in Ni, Ag, and Al [20]. The introduc-
tion of 5 at % impurities led to a significant decrease in

Fig. 2. Crystallization front motion velocity vs. the concentration of impurity carbon and oxygen atoms at the thermostat tem-
perature 1500 K at the front orientation along planes (a) (100), (b) (110), and (c) (111). 
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Fig. 3. Crystallization front motion velocity vs. the concentration of impurity carbon and oxygen atoms at the thermostat tem-
perature 1200 K at the front orientation along planes (a) (100), (b) (110), and (c) (111). 
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the migration velocity of grain boundaries almost by
one order of magnitude. The carbon atoms also
formed clusters which effectively decelerated the
boundary migration pinning on it. The impurity oxy-
gen atoms did not form clusters, as in our experiment,
but they also decelerated the boundary migration due
to high binding energy with grain boundary due to the
dilatation effect.

From Figs. 2, 3, it is seen that the crystallization
front orientation influences the crystallization veloc-
ity: the crystallization velocity was higher at orienta-
tion (100) and lower at orientation (111). As we have
mentioned in Introduction, this result was also
obtained in [5, 9–12], where the studies were carried
out by the molecular-dynamics method. The crystal-
lization velocity anisotropy is likely determined, to a
higher degree, by the dependence of Δμ on the front
orientation. This quantity is usually determined as the
difference of the free energies of an atom in the melt
and in the crystal lattice. However, we assume that, in
this case, the higher significance has the difference of
the free energies of an atom near the boundary in the
liquid phase and a growing crystal “embedded” into
the boundary, rather than the difference of energies in
the crystal and liquid bulks. If Δμ is defined from this
point of view, it is likely to begin to be dependent on
the crystallization front orientation with respect to the
growing crystal. To confirm this fact, we specially
found the values of the potential energy of a Ni adatom
on the (111) and (100) surfaces of a nickel crystal
(‒2.67 and –2.85 eV, respectively). That is, as may be
expected, the addition of an atom from the melt to the
(100) surface is energetically more preferably than that
to the (111) surface. In the addition to our calculations,
we can call attention to the difference of the activation
energies of migration of adatoms over surfaces (100)
and (111), which are 0.63 and 0.33 eV, respectively,
according to the results of the computer simulation in
[22].

One further interesting peculiarity is the nontrivial
temperature dependence of the crystallization front

velocity. As can be seen in Fig. 3, the velocities at
1200 K are higher than at 1500 K. In [8], we already
singly considered the influence of temperature on the
heterogeneous crystallization velocity. As the tem-
perature decreases, the crystallization front motion
velocity first increases, achieving the maximum at
approximately 0.7Tm (i.e., exactly at 1200 K), and then
it smoothly decreases. The decrease in the crystalli-
zation front velocity with further overcooling is
explained, according to the Wilson–Frenkel diffusion
limited model, by the deceleration of the self-diffusion
in the melt as the temperature decreases.

CONCLUSIONS
The influence of carbon and oxygen impurities on

the crystallization front motion velocity in nickel has
been studied by the molecular-dynamics simulation.
It was found that the addition of impurity atoms sub-
stantially decreases the crystallization front motion
velocity, and oxygen atoms decelerate the crystalliza-
tion front stronger than carbon atoms do. The crystal-
lization deceleration mechanism with the impurity
atoms is related to two factors: the deceleration of the
self-diffusion in the liquid metal due to the formation
of comparative strong bonds between the metal atoms
and the impurity atoms (this bond for oxygen is stron-
ger than that for carbon atoms) and the crystal lattice
distortion due to the dilatation effect around the
impurity atoms in the growing crystal (this effect is
also higher in the case of oxygen atoms).

In the case of quite high carbon impurity concen-
trations (several percent), the carbon atoms formed
aggregates which are clusters of several tens of carbon
atoms in the metal matrix. The crystallization front
was halted on these aggregates. No such aggregates
were observed during the crystallization in the pres-
ence of oxygen impurity.

The crystallization front orientation influences the
crystallization velocity: it is higher at orientation (100)
and lower at orientation (111). This anisotropy of the

Fig. 4. Distribution of (a) carbon and (b) oxygen impurity atoms at the concentration 7 at % in the computational cell at front
orientation (100) at a temperature of 1500 K.
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crystallization front motion velocity is due to the dif-
ference between the free energies of the metal atom in
the liquid phase and the metal atom “embedded” into
the growing crystal boundary.
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